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EAVE Demo YouTube

Consume >650,000 kWh/year 
~€330,000 / deployment [3]

50% energy and inference savings,
~334,500 kWh and €167,250 / deployment

ESCADE enables sustainable AI by
combining:
• AI model compression (e.g., NAS, KD)
• Neuromorphic hardware for energy-

efficient inference [5]
• A decision-support tool to balance

cost, performance, and carbon impact
of AI operations

Approach & Method

EAVE: Energy Analytics for Cost-effective and Sustainable
Operations
EAVE supports energy-aware AI deployment through three integrated 
modules

• Measure: Cross stack sustainability data to track energy use, CO₂ 
emissions, and operational costs, including Power Usage Effectiveness 
(PUE) [6].

• Predict uses machine learning to forecast and recommend optimal 
spatio-temporal deployment configurations.

• Optimize multi-objective optimization to select optimal baseline vs. 
compressed AI models

Through model compression

NLP for Software Tools
Fine-tuning NLP
~18 GPU hours
378 kWh/year/model 

50% lower training energy
80% lower inference energy
189 kWh/year/model [4] 

Supports UN Sustainable Development Goals:
• Goal 9: Industry, Innovation, and Infrastructure
• Goal 12: Responsible Consumption and Production
• Goal 13: Climate Action

à Reference architecture for future energy-efficient, green data
centers

Impact
• Embeds sustainability into the entire AI model lifecycle, from

design to deployment
• Bridges socio-technical silos by combining AI engineering,

decision support, and environmental responsibility

Motivation
Exponential increase of
power of AI computing
• By 2030: 13% of global 

energy consumption in 
data centers [1]

• No unified approach to 
Improve energy efficiency 
across various layers of ML 
stack

Large vision models used for real-time steel scrap sorting [2]  

Objectives
• Significant reduction of energy consumption of data centers
• Improve the cost-sustainability trade-off of AI applications in data 

centers
• Combine neuromorphic hardware, AI compression techniques and AI-

based energy management for sustainable data centers 
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Motivation
Data centers are the backbone of digital transformation, especially in
the age of artificial intelligence. However, their energy footprint is
rapidly becoming unsustainable. Global energy consumption from
data centers is expected to exceed 500 TWh annually by 2027 [1].
Training large AI models can emit as much CO₂ as the lifetime of
multiple SUVs. With increasing regulatory pressure and energy costs,
companies urgently need solutions that support both performance
and sustainability.

The ESCADE project addresses this growing challenge by enabling
sustainable, energy-aware deployment of AI models. It introduces a
combination of AI compression methods, emerging neuromorphic
hardware, and a decision-support system that helps organizations
optimize the trade-off between cost, performance, and
environmental impact.

Use Cases
Steel Industry
Steel production is inherently recyclable, but only 40% of steel today
comes from scrap. One barrier is the lack of real-time, energy-
efficient scrap sorting. Large-scale models like ResNet, used in
computer vision for sorting, require over 650,000 kWh/year and cost
over €330,000 in energy alone [2].
By compressing these models and using neuromorphic inference,
ESCADE enables up to 50% energy savings and faster inference,
improving classification quality and enabling higher reuse of scrap
steel [3]. If widely adopted, this could translate to national energy
savings of nearly 30 billion kWh and €15 billion in economic benefit
in Germany alone.

NLP for Software Tools
Customer support systems using natural language processing (NLP)
often require fine-tuning or training of multiple topic extraction
models. In practice, training, a single model consumes ~378
kWh/year, causing significant overhead when scaled across clients.
ESCADE reduces training energy by 50% and inference by 80%
without performance degradation [4]. This enables scalable
deployment of NLP models in business environmentswith potential
savings of €95,000 per year for systems used by 1,000 customers.

EAVE Platform
A core outcome of ESCADE is the EAVE platform—Energy Analytics
for Cost-effective and Sustainable Operations. EAVE supports
energy-aware AI deployment through three integrated modules:
• Measure tracks energy use, CO₂ emissions, and operational

costs, including Power Usage Effectiveness (PUE) and key drivers
like hardware load and cooling [5].

• Predict uses machine learning to forecast energy and emissions
across regions and seasons, recommending optimal deployment
configurations.

• Optimize compares baseline and compressed AI models to
highlight trade-offs in energy, cost, accuracy, and performance.

Configuration panel and the Optimize Component in the EAVE 
system (www.eave.dfki.de)

Impact
ESCADE advances the engineering of information systems by 
embedding sustainability into the AI model lifecycle. It aligns with 
CAiSE’s goals of bridging silos in socio-technical systems by bringing 
together AI engineering, decision support, and environmental 
responsibility. The project supports multiple UN Sustainable 
Development Goals (9, 12, and 13) and serves as a reference 
architecture for next-generation, green data centers.
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